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6   .   Introduction

happen? How did the US, where the internet was “invented,” and where 
access was cheap in the 1990s, become such a laggard, overcharging 
households for a rather basic service?

As Susan Crawford at Harvard Law School argues, “New York was 
supposed to be a model for big-city high-speed internet.” Instead, it has 
become yet another example of expensive and unequal access to services. 
“When the Bloomberg mayoral administration re-signed an agreement 
with Verizon in 2008, it required that the company wire all residential 
buildings with its fiber service, FiOS . . . ​the presence of Verizon’s fiber 
product would end the local monopoly of Time Warner Cable.” Unfor-
tunately, “a 2015 city audit showed that at least a quarter of the city’s resi-
dential blocks had no FiOS service. About a third of Bronx residents and 
more than 60 percent of New Yorkers without a high school education 
don’t have a wire at home.”*

Returning to the question that launched this book, we see the same 
pattern with cell phone plans. Economists Maria Faccio and Luigi 
Zingales (2017) have studied the global mobile telecommunication in-
dustry. They argue that procompetition policies can reduce prices without 
hurting the quality of services or investments. In fact, they estimate that 
US consumers would gain $65 billion a year if American mobile service 
prices were in line with German ones.

	 *	 Susan Crawford, “Bad internet in the big city,” Wired, February 28, 2018.

table I.1
Broadband Prices, Selected Countries, 2017

Rank Country Average monthly cost ($US)

37 South Korea $29.90
47 Germany $35.71
54 France $38.10
. . . ​
113 United States $66.17

Data source: Cable​.co​.uk; https://www​.cable​.co​.uk​/broadband​/deals​/worldwide​-price​
-comparison/
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when comparing the relative worldwide influence of the US and China, 
we would want to use total Chinese GDP versus total US GDP. But if we 
want to understand how the average Chinese consumer feels, we would 
want to use per-capita GDP estimated at purchasing power parity (PPP). 
Chapter 7 explains how PPP exchange rates are computed and how to 
use them. And sometimes GDP itself is not the right measure. In the case 
of Russia, for instance, there is a large discrepancy between its semiglobal 
influence and its relatively small economy because of the hypertrophy 
of its armed forces.

If we are interested in happiness and standards of living, however, 
then per-capita growth is what matters. Per-capita growth is also usually 
the right way to analyze the consequences of economic policies and reg-
ulations. This will be our focus in this book.

The rate of per-capita economic growth in the US has declined over 
the past two decades. Table 1.1 shows the rate of growth of gross domestic 
product per capita for the US economy. GDP measures the value of all 
the goods and services produced within the borders of a country in a year. 
Dividing America’s GDP by its population highlights broad changes in 
the standards of living of US households.

US growth has been around 2 percent per year in the second half of 
the twentieth century. The 1960s stand out as a period of faster than av-
erage growth. Over the past eighteen years, however, growth has been 
substantially lower.

There is a lively debate among economists regarding the causes of the 
decline in the growth rate. Much of the debate has focused on three 
factors: employment, education, and technological innovation. On the 
question of employment, the US Bureau of Labor Statistics has been 

table 1.1
Growth Rate of Real US GDP per Capita

Decade 1950s 1960s 1970s 1980s 1990s 2000s 2010–17

Average growth 2.4 3.1 2.1 2.1 2.0 0.8 0.6

Data source: FRED, real gross domestic product per capita, continuously compounded rate of 
change
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Inequality and growth are best discussed together, for various rea-
sons. First, and most obviously, we want to know if everyone benefits 
from growth. When growth is slow and inequality rising, it is possible 
for the standard of living of the lower middle class to stagnate or even 
decline in real terms. This has happened in the US in recent years. 
Table 1.2 shows that the real income of workers without much educa-
tion has barely improved over the past forty years. For some, it has 
decreased.

But the most important reason to analyze growth and inequality to-
gether is that they are not independent and unrelated phenomena. They 
interact, sometimes feeding on each other, sometimes canceling each 
other out. Growth can reduce inequality, inequality can be necessary for 
growth, or inequality can hinder it.

The debate on growth versus inequality hinges on the idea of in-
centives. When economists talk about incentives, they mean a moti-
vation for material (monetary) gains. People work hard because they 
expect that their efforts (their investment) will increase their income. 
For the economic system to work, there needs to be a connection 
between (ex-ante) effort and (ex-post) income. Does that mean that 
some degree of inequality is necessary? Does that mean that more 

table 1.2
Labor Earnings, Education, and Inequality

1980 1990 1992 2000 2010 2015

Evolution of real hourly wage by education (2015 $)

No degree 14.19 12.84 12.47 13.03 13.22 13.56
High school 16.33 15.99 15.87 17.2 17.77 17.98
Some college 18.8 19.29 19.16 20.84 21.47 21.59
Four-year college 22.85 25.32 25.18 28.98 30.49 30.93
Graduate degree 27.27 31.43 31.66 36.4 39.7 39.48

Education premia

College / high school 40% 58% 59% 68% 72% 72%
Graduate / no degree 92% 145% 154% 179% 200% 191%

Data source: Valletta (2016)
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Figure 2.2 shows the market share and profit margin of Walmart. The 
market share is simply the ratio of Walmart’s sales (revenues) over the 
total sales of the retail sector. Note that we need to define what we mean 
by “retail sector.” The graph shows the market share of Walmart within 
the category of general merchandise stores. If you want to understand 
how economists classify firms into industries, you can look at the first 
section in the Appendix, where I explain everything you always wanted 
to know about industry codes but were afraid to ask. Walmart’s market 
share grew dramatically in the 1990s, from less than 5 percent to almost 
60 percent. The profit margin is defined as profits over sales. If the profit 
margin is 5 percent, it means that when Walmart sells $1 of goods, it 
makes a profit of 5 cents. Walmart’s margin went down a little bit over 

(representing 16 percent of the TFP growth acceleration), the study found that 
“Wal-Mart directly and indirectly caused the bulk of the productivity accelera-
tion through ongoing managerial innovation that increased competitive inten-
sity and drove the diffusion of best practice.” Similarly, the wholesale trade 
sector contributed a lot to productivity growth after 1995. In pharmaceuticals 
wholesaling, the study found that “half of the acceleration was driven by ware
house automation and improvements in organization.”
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figure 2.2 ​ The growth of Walmart
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the period, from 6–7 percent to 4–5 percent. The slight decline in margin 
can be explained by the astonishing increase in its revenues. The profit 
margin is an average, and the expansion presumably entailed increasing 
sales of relatively lower margin products.

The growth of Walmart led to concentration in the retail industry. 
Was this good news for the consumer? Figure 2.3 shows the evolution of 
the price of retail trade services relative to the general consumer price 
index. If buying goods in a local supermarket becomes cheaper, then this 
index drops. There is a remarkable decline in the price of retail services 
over a period of twenty years, from the mid-1980s to the mid-2000s, that 
coincides with the expansion of Walmart. The decline means that US 
households saved about 30 percent on their retail shopping costs.

It would be tempting to jump to the conclusion that this trend repre-
sents a clear improvement for the US economy. But if there is one lesson 
that economics teaches us, it is that there is always some confounding 
factor. In this case, it is the decrease in the federal minimum wage during 
the 1980s. A significant fraction of retail workers earn wages at or below 
the local minimum wage (up to a quarter in grocery stores, for instance) 
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figure 2.3 ​ Retail price index relative to consumer price index. Data sources: BEA, 
GDP by Industry; FRED, PCE index
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GAO study took place after several high-profile mergers but before the 
merger of American and US Airways. There were about 410 million pas-
sengers in 2012, so each quintile has about 82 million passengers. The 
first quintile (high traffic) includes only thirty-seven city pairs, but they 
all correspond to heavily traveled routes between busy airports, such as 
New York to Los Angeles or Washington, DC, to Boston. The third quin-
tile (medium traffic) has 237 city pairs. The fifth quintile (low traffic) 
includes 9,379 city pairs and many tiny airports. HHI in the first quin-
tile was around 0.32. HHI in the third quintile was around 0.40. If we 
compare it to the national HHI in Figure 2.4, which was around 0.11 in 
2012, we see that the relevant HHI, at the local level, is about three times 
higher than the national one.

As explained in Box 2.2, this means that we need to be careful when 
we interpret national concentration indexes. This is an old controversy 
in the branch of economics that studies industrial organizations. Carl 
Shapiro (2018) is unconvinced by industry-level evidence: “it is extremely 
difficult to measure market concentration across the entire economy in 
a systematic manner that is both consistent and meaningful.” The problem 
of estimating HHI at the correct level of granularity is a difficult one. As 
we saw with the airline industry, Shapiro argues that many industry 
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figure 2.4 ​ HHI in US air transport industry. Data source: US firms in Compustat
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(2019) we show that the rise in concentration is similar in Compustat and 
in Census data, and whether we measure concentration using HHI 
scores or CR8.* Gustavo Grullon, Yelena Larkin, and Roni Michaely 
(forthcoming) were the first to point out the increase in concentration in 
the Compustat data set. They found that concentration had increased in 
more than three-quarters of US industries. In addition, they showed 
that firms in concentrating industries experience rising profit margins. 
We are going to study profits later in the chapter.

*	 The broad increase in concentration after 1995 is clear in both data sets, but the 
timing varies. In the Census data it occurs mostly in the 1990s, but in Compu-
stat it occurs mostly in the 2000s. HHI declines in the early 1990s in Compustat. 
This reflects the quick increase in the number of listed firms.
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figure 3.1  Concentration using top eight firm Census shares, cumulative change 
in CR8. Annual data. 
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Figures 3.2 and 3.3 are consistent with decreasing domestic competi-
tion. They are also consistent with the hypotheses of the rise of super-
star firms and the role of intangible assets if we assume that the com-
parative advantages of leaders have become more persistent. Why that 
would be the case is unclear, however. I have often heard arguments that 
intangible assets are subject to higher increasing returns to scale than tan-
gible assets, but I have not seen convincing evidence that this is the case. 
In fact, I will show later that standard estimates of returns to scale have 
not changed much over the past twenty years. But at this point we can 
simply acknowledge that Figures 3.2 and 3.3 could be consistent with a 
rising persistence of stardom.

Let us continue our investigation by looking at profits. The Rise of Su-
perstar Firms and Decreasing Domestic Competition hypotheses predict 
rising profits. Globalization predicts decreasing profits for firms exposed 
to global competition. The Much Ado hypothesis predicts no systematic 
relationship between concentration and profits. Looking at profit mar-
gins can thus help us to parse out these hypotheses.

figure 3.2 ​ Turnover at the top. See text for details.
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Profits Margins and Payouts

Let us now scrutinize the profits of US firms. As usual, there are several 
measures and several sources to construct them: profit margins versus 
profit rates, and national accounts versus firm-level accounts. Box 3.1 ex-
plains the key concepts.

Figure 3.4 computes the ratio of after-tax corporate profits to GDP 
using the US national accounts. The profit share of GDP varies with the 
business cycle, and you will notice a trough during most recessions, such 
as in the fourth quarter of 2000 or the fourth quarter of 2008. But you 
can also see that over fifty years the profit share remains stable—stationary, 
to use the technical term—around 6 percent or 7 percent, from the end 
of World War II to the end of the twentieth century. Over the past two 
decades, however, profits have outpaced economic growth, and the after-
tax profit share has increased to around 10 percent. This suggests that 
something fundamental has changed. We reach a similar conclusion if 
we compute profit margins from firm-level data. Using merged data from 
Compustat and the Center for Research in Security Prices, Gustavo 
Grullon, Yelena Larkin, and Roni Michaely (forthcoming) show that the 

figure 3.3 ​ Reshuffling. See text for details.
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figure 3.4 ​ Corporate profits over GDP. Corporate profits after tax with inventory 
valuation adjustment and capital consumption adjustment, quarterly, seasonally 
adjusted. Data source: FRED
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figure 3.5 ​ Share buybacks and payouts. Annual data for all US-incorporated firms 
in our Compustat sample. Results are similar when including foreign-incorporated 
firms. The SEC instituted in 1982 rule 10b-18, which allows companies to repur-
chase their shares on the open market without regulatory limits. It was followed by 
a large increase in buybacks.
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Trade and competition interact in many fascinating ways. In Chapter 5 
we will see how foreign competition is sometimes used to justify dubious 
domestic mergers.

Concentration, Entrenchment, and Profits

We have shown two important and related sets of facts. In most US indus-
tries, market shares have become more concentrated and more persistent. 
Industry leaders are less likely to be challenged and replaced than they were 
twenty years ago. At the same time, their profit margins have increased.

We have classified the various theories into several broad hypotheses. 
The data that we have analyzed so far allow us to narrow our focus down to 
three hypotheses: consolidation driven by foreign competition, increasing 
efficiency of leaders, perhaps driven by intangible assets, or decreasing 
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figure 3.6 ​ The China shock: The number of active US firms in manufacturing, by 
exposure to China, normalized to 1 in 1991. Annual data. Manufacturing industries 
only are split into “high” (above-median) and “low” (below-median) exposure 
based on import penetration from 1991 to 2011. Data sources: Firm data from Com-
pustat; import data from UN Comtrade
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Business Investment Has Been Low

Figure 4.1 shows that in recent years investment has been low relative to 
firms’ profits. Figure 4.1 shows the ratio of net investment (investment 
expenditures minus depreciation) to net operating surplus (gross surplus 
minus depreciation). Net investment is what matters for economic growth 
because it measures the change in capital from one year to the next.

There is a lot going on in Figure 4.1, so let us use the example from 
Chapter 3 to explain what these numbers mean. Recall that we imagined 
a firm with the following accounting information:

Assets Revenues Income Depreciation Taxes
Net 
investment Dividends

$100 $150 $15 $5 $3 $2 $5

For this firm, we concluded that gross operating surplus (income) is 
$15. Depreciation is $5, so net operating surplus is $10. Gross investment 

figure 4.1 ​ Net investment relative to net operating surplus

0
.1

.2
.3

1960 1970 1980 1990 2000 2010
Year



64   .   The Rise of Market Power in the United States

is $7, and net investment is $2. Net investment over net operating sur-
plus is 20 percent.

We can apply the same logic to the entire US economy. Table 4.1 sum-
marizes the current account of the business sector in 2014. The starting 
point is gross value added, which means revenues minus the cost of in-
termediate inputs (materials) and energy (cost of electricity and so on). 
The gross value added of the US business sector in 2014 was $11.8 tril-
lion, with a contribution of $8.6 trillion from incorporated businesses. 
Let’s call this gross value added PY: it is the product of the average price 
of goods and services (P) and the quantity of goods and services sold (Y), 
the letter used to denote real value added or real GDP in economic text-
books. To create this value added, the business sector uses a capital stock 
(K) of $21 trillion. This is measured at “replacement cost,” which means 
that it would cost $21 trillion to replace all the plants, warehouses, com-
puters, vehicles, and equipment in the US business sector. Production 
wears out equipment, structures, and vehicles. Equipment and software 
can also become obsolete and be discarded. The sum of this wear and 
tear and obsolescence is called consumption of fixed capital (CFK), or 
more simply, depreciation. Replacing the depreciated capital at the end 
of the year costs $1.6 trillion. Finally, businesses spend money on em-
ployees’ wages and benefits. They also pay taxes on production. This 

table 4.1
Flow of Funds to Business Sector in 2014

Name

Value in 2014 ($ billions)

Corporate
(1)

Noncorporate
(2)

Business
(1 + 2)

Gross value added (PY) $8,641 $3,147 $11,788
Stock of fixed capital (K) $14,857 $6,126 $20,983
Consumption of fixed capital (CFK) $1,286 $297 $1,583
Net operating surplus 

(PY−Wages−Tax−CFK)
$1,614 $1,697 $3,311

Gross fixed capital formation (I) $1,610 $354 $1,964
Net fixed capital formation (I−CFK) $325 $56 $381

Note: Stock of fixed capital is measured at replacement cost.
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assets. This can happen for two reasons: because firms perceive growing 
demand for their products, and because they want to innovate.

When demand grows, firms usually start by increasing overtime: em-
ployees work longer hours, and the utilization rate of equipment in-
creases. When the growth in demand is sustained, firms need to hire 
more capital and more labor.

Firms invest to expand their production capacity and satisfy a growing 
demand. Firms also invest to improve the range and quality of their prod-
ucts. In both cases, investment allows firms to increase their profits in 
the future. But what about the cost today? How can we compare uncer-
tain future profits with current, known expenditures? This is where fi-
nance comes in.

Investment trades off future profits against current expenditures. The 
cost of financing the investment therefore plays a crucial role. Investment, 
by its very nature, is an intertemporal decision. You must decide how 

between 5 and 10 percent, depending on the industry and the kind of capital. In 
Table 4.1, the depreciation rate in 2014 was 1,583 / 20,983 = 7.5 percent. Although 
important, this is not what we are interested in. We want to understand why 
and how firms grow. We therefore focus on net investment.
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the investment rate and q, we find that, by 2015, the capital stock is about 
10 percent lower than it should be.*

This fact is interesting for us because this is exactly what the de-
creasing competition hypothesis would predict. The reason is intuitive. 
When q is above 1 in an industry, it means that there are rents left on the 
table. If the industry is competitive, these rents should be competed 
away: either incumbents would expand (as in our example), or new firms 
would enter. Over time, the capital stock would increase, and q would 
decrease toward 1. On the other hand, if the industry is not competitive, 

	 *	 Gutiérrez and Philippon (2017) test eight possible explanations for the weakness 
of investment, ranging from measurement errors to financial constraints, and 
find consistent support for only three: rising concentration in product markets 
(the hypothesis that domestic competition is decreasing); tightened governance 
and increased short-term thinking; and rising intangible capital (which itself is 
a complex explanation involving measurement problems, efficiency gains, and 
barriers to entry).

figure 4.3 ​ Tobin’s q and investment. Tobin’s q is the market value of nonfinancial 
private businesses over the replacement cost of capital. Net investment is invest-
ment minus depreciation over the replacement cost of capital. Fitted values is in-
vestment predicted by q at the beginning of each year. Data source: BEA
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then investment would not increase as much, and q would remain above 
1. If you believe that domestic competition has declined in the US 
economy, then you would expect a growing gap between q and invest-
ment, exactly as in Figure 4.3. Figure 4.3 supports the hypothesis that 
the US has experienced decreasing domestic competition.

We see a growing residual between Tobin’s q and net investment in 
the aggregate, but we can go a lot further. As we have discussed in pre-
vious chapters, concentration has increased more in some industries than 
in others. If the decreasing competition hypothesis is correct, then we 
would expect the investment-q residual to come from concentrating 
industries.

Figure 4.4 shows that this is exactly what we observe. We split in-
dustries into two groups based on the evolution of their HHIs. One 
group includes the ten industries where HHIs have increased the most; 
the other group the ten industries where HHIs have increased the least 
(as it turns out, HHIs are roughly constant in that group). We then es-

figure 4.4 ​ Concentration and investment gap. Annual data. We use the ten indus-
tries with the largest and smallest relative change in import-adjusted HHI indexes. 
The figure shows the cumulative implied capital gap (as percent of capital stock) for 
the corresponding industries (Gutiérrez and Philippon, 2017).
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tistical agencies have been improving their measurement of intangible 
investment over time. We certainly measure IPP capital better now than 
twenty years ago. Moreover, if you think that government agencies are 
too conservative in their treatment of intangible investment, you can 
choose your own definitions at the firm level. Gutiérrez and I have done 
that, and even using the most aggressive measures, we still find an invest-
ment gap.*

We have thus found support for the Intangible Assets hypothesis. There 
has been a shift toward intangible assets, and the investment gap is smaller 
for intangible investment than for tangible investment. The great boom 
of intangible investment, however, was during the late 1990s. In recent 
years, intangible investment has been weak—perhaps not as depressed 
as tangible investment but definitely not strong enough to pull the 
economy forward.

	 *	 This is consistent with figure 5.6 in Haskel and Westlake (2017): “it turns out 
that the effect of including previously unmeasured intangibles is to raise the 
investment / GDP ratio, but not to greatly affect its trend.” They conclude that 
“the mismeasurement of intangible investment does not explain most of the 
investment problem.”

figure 4.5 ​ Growth rate of intangible capital stock: intellectual property products
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Box 4.2. Statistical Models

Table 4.2 presents the results of five regressions, that is, five statistical 
models. The right half of the table considers the whole economy; the left 
half focuses on the manufacturing sector.

table 4.2
Regression Results

Productivity growth 
Years

(1) (2) (3) (4) (5)

Manufacturing Whole economy

97–02 02–07 07–12 89–99 00–15

Census CR4 growth 0.13* 0.01 −0.13
[0.06] [0.05] [0.17]

Compustat CR4 growth 0.14* −0.09
[0.06] [0.07]

Data set & granularity NAICS-6 KLEMS

Year fixed effects Y Y Y Y Y
Observations 469 466 299 92 138
R2 0.03 0.00 0.02 0.07 0.09

Notes: Log changes in TFP and in top 4 concentration. Standard errors appear in 
brackets below the coefficients. 97–02 means that the sample spanned 1997–2002. See 
Covarrubias, Gutiérrez, and Philippon (2019) for details.

Let us look at the right side and explain all the numbers: (4) means it 
is the fourth model. It covers the whole economy over the period 1989–
1999. The coefficient 0.14 means that, over this sample, a 1 percent increase 
in the market share of the top four firms is associated with an increase in 
productivity of 0.14 percent. The number below, in brackets, is the stan-
dard error, which measures the precision of our estimate. A standard error 
of 0.06 for a coefficient of 0.14 means that the effect could really be any-
where between 0.08 (0.14 − 0.06) and 0.20 (0.14 + 0.06). We put a star (*) 
next to the coefficient when it is more than twice the standard error to 
signify that we are pretty confident that the coefficient is meaningfully 
positive. In the jargon of empirical economics, we say that the coefficient 
is statistically different from zero. In column 2 you see a coefficient of 0.01 
with a standard error of 0.05: this means that there is no statistical con-
nection in that sample between concentration and productivity.
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merger versus liquidation) also matter. Nonetheless, entry and exit are 
the natural forces to study first.

Entry and Exit

A wide range of measures of firms’ dynamics points toward a sustained 
decline in business dynamism in the US. Figure 5.1 shows the entry and 
exit rates of establishments and firms. An establishment is a store or a fac-
tory, and firms often own several establishments, so the head counts differ.

Both entry and exit, the figure indicates, have declined. Ryan Decker, 
John Haltiwanger, Ron Jarmin, and Javier Miranda (2014) refer to this 
evolution as a decline in business dynamism. It has been particularly se-
vere in recent years. The same authors show that declining dynamism, 
which appeared only in selected industries during the 1980s and 1990s, 
happened in all sectors during the 2000s—including the traditionally 
high-growth information technology sector (Decker et al., 2015).

You might qualify the importance of these trends by arguing that the 
nature of the entrants matters. If the decline in the entry rate is due to a 
decline in new “mom and pop” stores, but there is no decline in the entry 

figure  5.1 ​ Entry and exit rates of establishments (left) and firms (right). Data 
source: US Census Bureau, Business Dynamics Statistics
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aging of US businesses. We define young firms as those less than five years 
old. In 1980, young firms accounted for half of the number of firms, 
40 percent of the number of establishments, and 20 percent of employ-
ment. Today, the fractions are much smaller, and young firms employ 
only about 10 percent of the US workforce.

figure 5.2 ​ Number of IPOs per year, 1980–2017 (Ritter, 2019)
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figure 5.3 ​ The shrinking share of young firms in the US economy
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figure 5.4 ​ Number of merger and acquisition deals
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figure 5.5 ​ Decline in the number of publicly listed US firms
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Efficiencies include economies of scale, production spillovers, and 
sharing of overhead expenses.

Any merger that increases market power is bound to result in 
losses with regard to consumer welfare. So why would we ever allow 
them? Mergers are almost always motivated by claims of improved effi-
ciency. To understand the issue, let us go back to the example we used in 
Chapter 2.

Figure 5.6 depicts the case of a merger with efficiency gains. Imagine 
that we start from a competitive equilibrium where the price equals the 
marginal cost, labeled “old marginal cost” in the figure (you might want 
to review Figure 2.1). In that initial situation, there are no profits and 
consumer surplus is measured by the large triangle above the price / mar-
ginal cost line. Suppose the regulator allows a merger and suppose for 
now that there are no efficiency gains. Market power increases, and the 
price goes up. Consumer surplus is reduced to the small gray triangle. 
Firms make profits, represented by the rectangle. The rise in profits is 
less than the loss in consumer surplus, and the black triangle in 
Figure 5.6 indicates a welfare loss for society at large.

figure 5.6 ​ Merger with efficiency gain
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figure 5.7 ​ Declining allocation of entry to high-value industries. The figure plots 
the coefficient of year-by-year regressions of changes in the log-number of firms /  
establishments on the industry-median Tobin’s q. Data sources: Compustat and SUSB 
series based on the number of firms by NAICS level 4 industry. QCEW series based 
on the number of establishments by SIC level 3 industry up to 1997 and NAICS level 
4 industries afterward. Changes in the number of firms are standardized to have 
mean zero and variance of one to ensure comparability across data sources. Industry-
median q is based on Compustat. See Gutiérrez and Philippon (2019b) for details.
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figure 5.8 ​ Regulation index and establishment birth rate. Data sources: Establish-
ment entry rates from Census’ Business Dynamics Statistics. Regulatory restric-
tions from RegData. See Gutiérrez and Philippon (2019b) for details.
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map 6.1 ​ The euro area (EA19) began with eleven members in January 1999: Austria, 
Belgium, Finland, France, Germany, Ireland, Italy, Luxembourg, Netherlands, 
Portugal, and Spain. Later arrivals were Greece (2001), Slovenia (2007), Cyprus and 
Malta (2008), Slovakia (2009), Estonia (2011), Latvia (2014), and Lithuania (2015). 
Members of the European Union (EU28) share a common set of institutions (the 
European Commission, the European Parliament, a court of justice, and so on) 
and, most importantly for this book, the Single Market. Cyprus, an EA19 country, is 
not shown on this map. Brexit negotiations may change the UK’s membership 
status. Data source: https://d​-maps​.com​/m​/europa​/europemax​/europemax11​.pdf
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temporarily. If markups stay high in your country, you will be poorer 
than you would have been otherwise, but your country will eventually 
grow at about the same rate as before because long-run growth depends 
mostly on technological progress.

Even if one argues that the lack of competition is also bad for inno-
vation—and indeed, I believe this is the case—that effect by itself does 
not predict permanent differences in growth rates between regions such 
as Europe and the US that trade and share ideas. In a globalized world, 
technology flows across countries, and the average growth rates of pro-
ductivity tend to be similar among advanced economies. As a result, the 
long-run growth rate of GDP per capita in a particular country may not 
depend much on the degree of competition in that country. But when 
domestic competition is weak, many goods and services not exposed to 
foreign competition will be too expensive.

Figure 6.1, then, is consistent with the idea that the two regions use 
more or less the same technologies and therefore enjoy roughly the 
same per-capita growth rates in the long run. There are success stories 
(such as Germany) and growth disasters (Italy) because of specializa-
tion, comparative advantages, and policy choices. The same is true in-
side the US: some states grow quickly, some struggle. It is simply not 

figure 6.1 ​ Cumulative growth of GDP per capita in the US, the euro area, the EU, 
and selected EU countries. Source: OECD
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For instance, we compute the market share of Peugeot or Volkswagen in 
EU car production. Then we compute EU HHI for the car industry. We 
do the same for the pharmaceutical industry, and so on. Then we take 
the average of these HHIs, weighted by the size of the industry at the EU 
level. We use the same process for the US.

If we treat each country as a separate market, we get the line with cir-
cles. For example, in assessing the telecom industry in France, we start 
from the market share of various French service providers: Orange, SFR, 
Free, and so on. We do the same for business services in France, and then 
compute French HHIs. We repeat this process for other countries and, 
finally, take the average across countries. Of course, the level of this mea
sure is higher than that of the previous measures, since it is based on 

figure 6.2 ​ Profit margins in the US and EU. Shown are profit rates for the nonag-
riculture business sector, excluding real estate. The line with circles weighs by EU 
country × industry gross output. The line with triangles first aggregates across EU 
countries, within industries, using EU country × industry output as weights, then 
across EU industries using US industry output as weights. Data source: OECD 
Database for Structural Analysis (STAN)
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national market shares instead of EU-wide market shares. But you can 
see that their evolutions over time are quite similar.

Which line is the relevant one? There is no simple answer. For cars, 
EU-wide shares are probably more relevant. For personal services, na-
tional shares might be more relevant.

Measuring concentration in Europe is more complicated than in the 
US. Another data set from the OECD suggests mildly increasing con-
centration in Europe (Bajgar et al., 2019). They take into account that some 

figure  6.3 ​ Concentration in the US and in the EU. The figure reports the real 
gross-output weighted average of absolute changes in an eight-firm concentration 
ratio (CR) across industries, from 2000. Country series treat each country as an 
independent market. Aggregate series treat the EU as a single market. To ensure 
consistency, all CRs follow the EU KLEMS segmentation and are averaged across 
industries using the US share of sales in each industry and year. CRs are adjusted 
for database coverage using gross output from OECD STAN. EU concentration in-
cludes Austria, Belgium, Germany, Spain, Finland, France, Great Britain, Italy, 
Netherlands, and Sweden. See Gutiérrez and Philippon (2018a) for details. Data 
sources: US CR, Compustat. EU CRs, consolidated financials from Compustat 
(squares) and unconsolidated financials from ORBIS (circles and triangles), using 
the data of Kalemli-Ozcan et al. (2015)
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firms are part of larger business groups. When they measure concentra-
tion at the business group level within two-digit industries they find a 
moderate increase in concentration in Europe, with the unweighted av-
erage CR8 increasing from 21.5 percent to 25.1 percent. In North America, 
CR8 increases from 30.3 percent to 38.4 percent. Our main conclusion—
that concentration has increased in the US more than in the EU—
therefore holds regardless of the measure that we use. Moreover, as EU 
integration progresses, we can expect more intra-Europe competition. 
Even if national market shares remain constant, the effective concentra-
tion is likely to decrease. This would reinforce our conclusion.

There are other data sources and definitions we can use to assess the 
evolution of competition. Table 6.1 summarizes some of these measures. 
The profit margin compares profits to sales (revenues). The profit rate 
compares profits to the stock of capital. These two measures increase in 
the US between the late 1990s to the present, while they are roughly stable 
in the EU.

In a paper I co-wrote with Germán Gutiérrez, we presented many 
more measures as well as adjustments for the cost of capital (Gutiérrez 
and Philippon, 2018a). In all cases, the indicators point toward an increase 
of concentration and profits in the US and a stability or a small decrease 
in the EU.

The Labor Share of Income

This discussion brings us to another controversial topic: the evolution 
of the labor share. The fundamental idea in economics is that firms com-
bine labor and capital to produce goods and services. Ideas matter as 

table 6.1
Profit Margins and Profit Rates

US EU

1997–99 2013–15 Δ 1997–99 2013–15 Δ

Operating margin 9% 13% 4% 8% 7% −1%
Operating profit rate 13% 16% 3% 9% 8% −1%

Data source: EU KLEMS data for Nonfinancial Corporate Business Sector
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well, of course, but they are embedded in either physical capital (patents, 
for instance) or in human capital (people’s heads). Firms also use inter-
mediate inputs, but we net them out when we think about value added. 
For instance, a coffee store needs to buy coffee beans and milk to make 
cappuccinos. These are intermediate inputs. The value added of the coffee 
store is the value of cappuccinos minus the cost of milk, coffee, and elec-
tricity. The value added is then split between the owners of the capital 
(machines, tables, real estate) and wages for the baristas. The ratio of 
wages to value added is called the labor share. If we subtract taxes, it is 
also 1 minus the capital share.

The labor share is the ratio of the compensation of labor relative to 
value added.* Over the past fifteen years, labor has lost 5 percentage 
points in its share of value added in the US. In Europe, by contrast, the 
labor share has remained roughly constant.

If we focus on the US, we can study the labor share over a long pe-
riod, from 1947 to today, with consistent data. Figure 6.4 shows labor’s 
share of the value added in the US nonfarm business sector. When we 

	 *	 For workers on payrolls, compensation consists of their wages and salaries plus 
employer contributions to pension and insurance funds and to social insur-
ance. It’s more complicated for self-employed workers since their income in-
cludes returns on the business assets that they own. Their labor share is usually 
imputed assuming that their hourly wage is the same as for payroll employees.

figure 6.4 ​ US labor share. Data source: FRED
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Figure 6.5 compares labor shares of the market economy in the US 
and the euro area. The figure focuses on the last fifteen years because 
this is the period when we observe a large decline in the US, and also 
because the euro area did not really exist before 2000. Over this period, 
the US labor share has declined by about five points. It has not declined in 
Europe, however. In fact, it is exactly the same at the beginning and at 
the end of the sample. The rise in profits, the rise in concentration, and 
the decline in the labor share are thus phenomena specific to the US. 
Since they do not happen in Europe, and since Europe broadly uses the 
same technology as the US, this casts doubt on the technological inter-
pretation. Since Europe also trades with China and other emerging 
markets, this casts doubt on the international trade interpretation.

Europe Is Different

Europe offers an interesting contrast to the US, casting doubt on the tech-
nology and trade explanations for rising profits. In most sectors, tech-
nologies are similar in Europe and in the US. Europe is also exposed to 
the same trade flows as the US. Yet, it does not have the same increase 
in profits, increase in concentration, and decrease in labor shares. This 

figure 6.5 ​ Labor shares for the market economy. Euro area includes eleven orig-
inal countries plus Greece. Data source: KLEMS
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Table 7.1 shows you the Big Mac prices for the US and the euro area. 
In 2003, a Big Mac cost €2.71 (on average) in the EA19 and $2.71 in the 
US. Clearly, in terms of Big Macs, the euro and the dollar had the same 
purchasing power. We would say that the purchasing power parity (PPP) 
Big Mac exchange rate was $1 per euro. However, in that same year, the 
currency markets valued the euro at $1.13. In that sense, the euro as a fi-
nancial asset looked a bit expensive, or “overvalued” as we would say in 
the language of international economics.

You might reasonably object that the Big Mac index is too narrow. 
People (thankfully) do not consume only Big Macs. Economists have 
built other indexes that attempt to do something similar on a larger scale.

table 7.1
FOREX Rates, Big Mac Prices, and ICP PPP Rates

Year

Market 
exchange rate

Local price of Big 
Mac

PPP exchange 
rates, €1 = $x

€1 = $x EA19 US Big Mac ICP

2000 $0.92 €2.56 $2.51 $0.98 $1.16
2001 $0.89 €2.57 $2.54 $0.99 $1.16
2002 $0.94 €2.67 $2.49 $0.93 $1.17
2003 $1.13 €2.71 $2.71 $1.00 $1.16
2004 $1.24 €2.74 $2.90 $1.06 $1.17
2005 $1.24 €2.92 $3.06 $1.05 $1.17
2006 $1.25 €2.93 $3.15 $1.08 $1.21
2007 $1.37 €3.06 $3.41 $1.11 $1.22
2008 $1.46 €3.37 $3.57 $1.06 $1.24
2009 $1.39 €3.31 $3.57 $1.08 $1.26
2010 $1.32 €3.38 $3.73 $1.10 $1.26
2011 $1.39 €3.44 $4.06 $1.18 $1.28
2012 $1.28 €3.58 $4.33 $1.21 $1.29
2013 $1.33 €3.62 $4.56 $1.26 $1.32
2014 $1.33 €3.68 $4.79 $1.30 $1.33
2015 $1.11 €3.70 $4.79 $1.29 $1.32
2016 $1.11 €3.82 $5.04 $1.32 $1.33
2017 $1.13 €3.91 $5.30 $1.36 $1.33

Source: Economist, OECD
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Prices, Marginal Costs, and Markups

Figure 7.1 shows that prices have been going up faster in the US than in 
Europe over the past eighteen years. ICP PPP went from $1.16 to $1.33, 
so prices went up by 15 percent more in the US than in Europe over this 
period. Why?

As we have discussed, we can think of the price of a good as a markup 
over its production cost:

Price = (1 + markup) × MC

MC is the marginal cost—the cost of the last unit of production. The 
marginal cost depends on the cost of labor (higher wages = higher costs) 
and on productivity (higher productivity = lower costs). The price can 
also depend on taxes and other input costs beyond labor, such as energy 
and raw materials. Can higher prices in the US be explained by a com-
bination of the following forces?

◆	 Wages have increased more in the US;
◆	 Markups have increased more in the US;
◆	 Productivity growth has been faster in Europe;
◆	 Taxes or energy costs have decreased more in Europe.

figure 7.1 ​ Nominal euro / dollar exchange rates
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US than in Europe. How do we get a 14 percent markup increase? In the 
industry data that we use for the benchmark, productivity rises by 6 percent 
more in the US than in Europe. In theory, higher productivity should have 
led to either lower prices or higher wages in the US. It did not, so that im-
plies an even higher markup of 8  percent + 6  percent = 14  percent. As I 
have explained above, measuring productivity is tricky, and we need to 
treat this 6 percent number with a (large) grain of salt. But even if we 
ignore it entirely, we would still get a relative increase in US markups of 
about 8 percent.

Figure 7.2 is what we call time series evidence: we consider the evolu-
tion of two series of data over time. We see concentration going down in 
Europe relative to the US, and then we see European markups decrease 
relative to American markups.

Is this a smoking gun? Yes and no. It is pretty convincing because this 
is direct evidence that prices have increased more in the US than in the 
EU for the same goods and services. On the other hand, the correlation 
between markups and concentration might be a coincidence. It’s not 

figure 7.2 ​ Markup and concentration in Europe versus the US
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figure  8.1 ​ Number of days to start a business. Data source: World Economic 
Forum
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figure 8.2 ​ Product market regulation index. GRC = Greece; POL = Poland. Data 
source: OECD
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As a result of the efforts of the commission, new airlines entered the 
market. Although the US pioneered the business model of low-cost air-
lines in the 1980s, they have mostly disappeared today. Even Southwest’s 
cost structure resembles that of other major airlines. Europe pushed in 
the opposite direction. Europe has had two powerful low-cost airlines 
for more than twenty years: RyanAir and EasyJet. RyanAir has priced ag-
gressively at the low end of the market, forcing other airlines to adjust.

You can see the impact of competition on profit margins of European 
airlines in Figure 8.3. Since 2000, concentration has remained stable in 
Europe. Meanwhile, concentration in the US airline industry has in-
creased: today the top four firms control 80 percent of the market. In 
Europe, the top four control only about 40 percent of the market.

figure 8.3 ​ Air transportation concentration (a) and profits (b), European Union 
versus United States. Chart compares concentration (HHI) and the evolution of net 
profit rates in the transportation–air industry (ISIC code 51) for the US and Europe. 
Data sources: Concentration based on Compustat, adjusted for database coverage 
using OECD STAN. Sales shares are defined as the ratio of firm sales to gross 
output from OECD STAN. Firms included only if data for the corresponding 
country are available in STAN. Profit rates are from OECD STAN.
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unlimited talk, unlimited SMS and MMS messages, and unlimited data 
with a speed reduction after 3 GB for €20. The number of Free Mobile cli-
ents grew quickly, from about 2.6 million in 2012 Q1 to 8.6 million in 2014 
Q1. Its current market share is around 20 percent, and it aims for 25 percent.

The benefits to consumers spread far and wide: incumbents Orange, 
SFR, and Bouygues launched their own discount brands, offering €20 
contracts as well. In three years, France went from 15 percent more expen
sive than the US to 25 percent cheaper.

A Theory of Europe’s Free Markets

Let us now return to our main puzzle: what happened in Europe, and why? 
Germán Gutiérrez and I have tried to understand how Europe became the 
land of free markets, and we have proposed an explanation in two parts.

We first argue that, although EU institutions look like American ones, 
there is a subtle but important difference: they are more independent. 
As we have explained, EU institutions resemble American ones in terms 

figure 8.4 ​ Telecom prices in France relative to the US. French prices are converted 
into dollars using the FOREX rate. The vertical line shows the entry of Free Mobile 
in the 4G market. Data source: ICP

.7
.8

.9
1

1.
1

1.
2

Pr
ic

e i
n 

FR
 / 

pr
ic

e i
n 

U
S

2004 2006 2008 2010 2012 2014
Year



How European Markets Became Free   .   143

	 2.	 Countries with weaker ex-ante institutions benefit more from 
supranational regulation.

	 3.	 Returns to lobbying decrease in Europe, or at least increase less 
than in the US.

We test and confirm these predictions in our paper (2018a). I have al-
ready described in this chapter a long list of deregulation efforts spurred 
by the European Commission. These efforts were—and still are—critical 
to the success of the Single Market.

Product Market Reforms

Regarding product market regulations (PMR), data in Figures 8.1–8.4 
indicate the efforts made by EU countries toward reform. We can con-
clude that they are catching up (at the very least) with the US. These re-
forms are the result of deliberate policy choices. Figure 8.5 plots the average 
number of product market reforms across EU countries. The creation 
of the Single Market was clearly accompanied by significant reform 
efforts.

figure 8.5 ​ Product market reforms in Europe. Data source: Duval et al. (2018)
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Detailed data on PMR convergence provide further support for our 
theory. Figure 8.6 plots the change in PMR from 1998 to 2013 against the 
starting value in 1998. The negative slope illustrates the process of con-
vergence. Countries with initially high levels of regulation experience a 
stronger decrease in regulation. In other words, they are catching up with 
the US and the UK. The convergence toward less regulation is global, but 
the convergence is faster for EU countries than for non-EU countries. 
Portugal and the Czech Republic had approximately the same level of 
regulation as Mexico in 1998, and Poland had the same level as Turkey. 
Today these European markets are significantly freer than their foreign 
counterparts. The difference in the slopes of the two lines for EU and 
non-EU countries is statistically significant and consistent with our 
theory.

EU countries with initially weak institutions have experienced large 
improvements in antitrust and product market regulation. Moreover, the 
relative improvement is larger for EU countries than for non-EU coun-
tries with similar initial institutions. This shows the positive impact of 
EU-level enforcement and influence.

figure 8.6 ​ Global convergence of product market regulations. Data source: OECD
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Antitrust

Antitrust activities play a significant role in market regulation, and their 
political impact is large and visible. To be clear, I don’t think antitrust is 
necessarily the main channel through which Europe has freed its mar-
kets. The broad Single Market agenda goes beyond antitrust, and the 
lifting of entry restrictions has probably had more impact than merger 
reviews. Still, merger control is important.

Using indicators of competition law and policy from the OECD and 
from Hylton and Deng (2007), we find that DG Comp is more indepen
dent and more pro-competition than any of the national regulators. In 
fact, DG Comp is more independent than the DoJ and the FTC.

Figure 8.7 shows indicators of restrictions to antitrust enforcement 
from the OECD: the lower the bar, the tougher and more independent 
the regulator. DG Comp is represented by the dashed horizontal line. The 
US is represented on the far right of each bar graph. DG Comp attains 

figure 8.7 ​ Restrictions on antitrust enforcement. Data source: OECD
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are, hold on until Chapter 10, which will tell you everything you need to 
know about campaign finance.

The second regularity is that “Corporations and trade associations 
comprise the vast majority of lobbying expenditures by interest groups.” 
Indeed, we can see that fact in Figure 9.1. In contrast, issue-ideology 
membership groups represent 2 percent and 7 percent of lobbying ex-
penditures at the federal and state levels, respectively.

The third regularity is that “large corporations . . . ​are more likely to 
lobby independently than are smaller groups,” while “small interest 
groups are more likely to lobby using only trade associations.” This, of 
course, is exactly what the theory of collective action would predict. 
Mathilde Bombardini and Francesco Trebbi (2011) consider the role of 

figure  9.1 ​ Lobbying expenditures in US and EU. See caveats for EU lobbying 
totals in the text. US business sector includes agribusiness, electronics, construc-
tion, defense, energy, finance, insurance, real estate, health, lawyers and lobbyists, 
misc. business, and transportation. EU business sector includes professional con-
sultancies / law firms / self-employed consultants, and in-house lobbyists and 
trade / business / professional associations. Data sources: US, Center for Responsive 
Politics and Federal Lobbying Disclosure Act Database; EU, LobbyFacts.eu and the 
EU Transparency Register
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trade associations. These associations appear to be more effective than 
individual firms at influencing policies.

The fourth empirical regularity is that lobbying increases when the 
stakes are higher and the issues more salient. This is precisely what makes 
the empirical research challenging: it means that lobbying is endogenous 
and therefore that we cannot hope to estimate the impact of lobbying 
with naive statistical models and correlations.

How Skewed Are You?

Figure 9.2 looks at the lobbying and campaign finance activities of firms 
that belong to the S&P 1500 (roughly, the 1,500 largest firms in the US). 
We see that the fraction of firms that make positive campaign finance 
contributions or have positive lobbying expenses has grown over time. 
The fraction of S&P 1500 firms that engage in lobbying has increased 
from about 33 percent to about 42 percent.

Political activism by US firms is thus becoming more pervasive. At 
the same time, the distribution of campaign finance contributions and 

figure 9.2 ​ Fraction of politically active firms in S&P 1500
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lobbying expenses has been and remains very skewed. Skewness is an 
interesting word that means different things to different people. When 
we say that an argument is skewed, we mean that it is biased, unfair, or 
misleading.

In statistics, we talk about a skewed distribution to describe an asym-
metry around the mean. Symmetric data have a skewness of approxi-
mately zero. The normal distribution (the nicely bell-shaped curve) has 
a skewness of exactly zero. A distribution is skewed to the right when 
there is a long right tail of large outcomes.

Table 9.1 describes the distributions of firms’ sales, campaign finance 
contributions, and lobbying expenses. The distribution of the logarithm 
of sales across firms is (positively) skewed. Its skewness coefficient is 0.23. 
This is a well-known fact; the firm-size distribution has a fat right tail. 
This means that large firms play an outsized role in the economy. Table 9.1 
also shows the elasticity of campaign finance contributions and lobbying 
expenses relative to sales. For campaign contributions, the elasticity is 
0.63. This means that, on average, when the revenues of a firm increase 
by 10 percent, its campaign contributions increase by 6.3 percent. For lob-
bying, the elasticity is 0.67.

Given that the distribution of firms’ revenues is skewed and that con-
tributions increase with revenues, we expect a high concentration of 
lobbying expenses and campaign contributions. Table 9.1 shows that this 
is indeed the case by looking at concentration ratios. Even if we only look 

table 9.1
Skewness of Lobbying and Campaign Finance Contributions by Firm Size

(logarithm of)

Among S&P 1500 firms All firms

Skewness & 
elasticities CR50 Industry CR4 Industry CR4

Sales 0.23 (skew.) 42% 52% 15%
Campaign finance 0.63 (elas.) 49% 65% 35%
Lobbying 0.67 (elas.) 54% 68% 45%

The elasticities of campaign and lobbying expenses to sales are computed by regressing 
log(expenses) on log(sales) for expenses above $10,000 and controlling for year fixed effects. 
Source: Compustat and OpenSecrets​.com
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One may also worry that our measures of lobbying toward EU institu-
tions is lower because firms must lobby their individual countries as well. 
But this is also true in the US. In fact, according to FollowTheMoney​.org, 
a website of the Campaign Finance Institute, total lobbying expenditures 
for only twenty states in the US (which account for 58 percent of US GDP) 
totaled $1.43 billion in 2016—nearly as much as total lobbying to the EU.

We can perform a more precise comparison using firm-level data. 
Figure 9.3 considers the top 1,000 lobbying firms in the EU and in the 
US. The shapes of the curves are similar for both entities, suggesting that 
qualitatively similar economic forces are at play. The US curve, however, 

no European Parliament passes and no European Commission meetings. We 
also replace lobbying expenditures for “University College Dublin–National 
University of Ireland, Dublin” in 2015 with the prior year’s quantity because it is 
an extreme outlier. The totals after applying these restrictions roughly match 
those reported in media outlets such as the Guardian (May 8, 2014). Note also 
that most firms report ranges of lobbying expenditures rather than specific 
amounts. We take the midpoint of all ranges in our estimates. Annual totals for 
the EU are based on the complete register available through LobbyFacts.eu as 
of year end 2012, 2013, 2014, and 2015.

figure  9.3 ​ Distribution of large lobbying firms in the EU and in the US. Only 
firms are included—no trade associations or nonbusinesses. EU bunching is a re-
sult of how these data were processed (reporting in bins). Data sources: US, Center 
for Responsive Politics; EU, LobbyFacts.eu
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Figure 9.4 breaks out the aggregate expenditures on lobbying among 
industries. The finance industry is among the largest overall contribu-
tors, followed closely by durable and nondurable manufacturing and 
other services. Lobbying intensity also varies a lot across industries. 
Some industries (for example, finance) spend a much larger fraction of 
their gross income on lobbying than other industries (such as trade).

At the same time, some industries are targeted with a high number 
of antitrust cases, whereas some only receive a few. We focus here on non-
merger cases because the literature has already studied mergers in de-
tail. Figure 9.5 shows the distribution of nonmerger cases among indus-
tries. The number of cases varies a lot and, as one would expect, industries 
with more cases (for example, durable and nondurable manufacturing) 
lobby more. This highlights the reverse causality issue.

figure  9.4 ​ Contribution of industries to aggregate lobbying expenditures, 
1999–2014
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The first thing we can do to get around the reverse causality issue is 
to look at changes in lobbying over time. We can ask whether increases 
in lobbying lead to decreases in the number of cases. We find that the an-
swer is yes, but the significance is weak. This naive estimate suggests 
that a doubling of lobbying expenditures to the DoJ and FTC reduces the 
number of cases in a given industry by about 4 percent. On the other 
hand, we know that this estimate is biased downward by endogeneity. We 
just don’t know by how much.

We can do more if we use Europe to shed light on the US. Gutiérrez 
and I look at nonmerger antitrust cases and lobbying across industries 
(Gutiérrez and Philippon, 2018a). We find that there are more nonmerger 
cases in industries that are profitable and concentrated, as expected. 
Working with European data, however, gave us another idea. We can use 
EU cases as a measure of the unobserved “danger” that the industry faces, 

figure 9.5 ​ Number of cases brought against industries, 1996–2016
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different committees. A Democratic memo prepared for new House 
members in 2013 advised them to set aside at least four hours every day 
to call potential donors—“dialing for dollars,” it’s called. The same 
memo suggested they set aside only two hours for activity on the House 
floor or in committee meetings.

Will Rogers, quoted in the epigraph to this chapter, noted the pres-
ence of too much money in electoral politics in 1931. The problem isn’t a 
new one. But the kind of money politicians are now expected to raise is 
orders of magnitude larger than it was back then.

Figure 10.1 shows the average direct campaign spending of winning 
candidates for the Senate and for the House. The cost of winning a Senate 
race was around $4 million in 1986 (adjusting for inflation). In 2014 it 
cost $12 million. Winning a seat in the House is cheaper, but the cost has 
still doubled over the past thirty years, from $800,000 to $1.6 million.

Moreover, Figure 10.1 does not tell the full story. It shows only the di-
rect spending by the candidates’ campaigns. Political action committees 
(PACs), super PACs, and political nonprofits, which we will dissect in this 
chapter, have become increasingly important since 2010.

figure 10.1 ​ Average direct spending by winning candidates. All spending is in 2014 
dollars to neutralize the effect of inflation. Data source: Center for Responsive Politics
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Table 10.1 shows the expenditure of the top five Senate races in 2014. 
The most expensive race was the one pitting an incumbent Democratic 
senator, Kay Hagan, against a Republican challenger, Thom Tillis, for the 
North Carolina Senate. What is interesting is that the two candidates 
spent just $32 million of the total $113 million spent in the election. Most 
of the spending came from outside groups.

Naturally, campaign contributions and election costs go hand in hand. 
Figure 10.2a shows the contributions by various groups. Total contribu-
tions have increased by about $6 billion. By far the largest donors are 
business lobbies. It is also the group that has increased its contributions 
the most, from $2 to $6 billion, thus accounting for two-thirds of the 
overall increase. The other big increase comes from very wealthy indi-
viduals, the top 1 percent.

Figure 10.2b shows the concentration of donors, pooling all groups 
together, and breaking them down by largest contributors. The top 
1 percent of donors contribute about three-quarters of the total. As we 
discussed in the previous chapter, political contributions, just like lob-
bying expenses, are extremely skewed. It’s really only the big donors that 
matter.

Among individual contributions, the skewness is even more impres-
sive. Consider the top 0.01 percent. One way of thinking about this is that 
a person in the top 0.01 percent is the richest among 10,000. This seg-
ment has increased its share of national income, and today earns about 
5 percent of total income, as we know from the famous work of Thomas 
Piketty and Emanuel Saez. That is a very skewed distribution. But it’s 

table 10.1
Five Most Expensive Senate Races of 2014

Total spending Campaign Outside groups

North Carolina Senate $113,479,706 $32,390,468 $81,089,238
Colorado Senate $97,285,589 $27,887,734 $69,397,855
Iowa Senate $85,364,286 $23,452,451 $61,911,835
Kentucky Senate $78,231,062 $44,838,119 $33,392,943
Georgia Senate $66,136,490 $39,579,101 $26,557,389

Data source: Center for Responsive Politics
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figure 10.2 ​  (a) Political expenditures by groups; (b) The concentration of contri-
butions (both in 2014 dollars). Data source: Center for Responsive Politics
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nothing compared to the distribution of campaign contributions. The 
top 0.01 percent of donors contribute an astounding 40 percent of all 
contributions.

This does not mean that the biggest spender always wins. Donald 
Trump won the presidential election in November 2016 despite raising 
and spending much less than Hillary Clinton (see Table 10.2). A few 
months earlier, he beat better-funded candidates in the Republican pri-
maries. In fact, Donald Trump raised less outside money than any major 
party presidential nominee since John McCain in 2008. Yet he dominated 
the airwaves and won the election.

On average, however, the largest spender usually wins. For instance, 
analysis of the 2014 elections by the Center for Responsive Politics shows 
the candidate who spent the most prevailed 94.2 percent of the time in 
House races and 81.8 percent of the time in Senate races. But that does 
not mean that money is the reason that they win. The fundamental 
problem of endogeneity that we have discussed in Chapter 9 is back with 
a vengeance in the case of political campaigns. We observe a correlation, 
but we do not know which way the causality runs.

Perhaps incumbents would win even if they did not outspend their 
opponents. Perhaps people simply like to give money to the winning 
team: this is called reverse causality. Or perhaps it the same underlying 
qualities that make some people better candidates and better fundraisers 
at the same time: this is called an omitted variable bias.

Our task in this chapter is to understand how money and politics in-
teract and to tease out the causal effects of one on the other. Like lob-
bying, this is difficult because spending decisions are strategic choices, 
not random decisions. The curse of endogeneity is still with us. Businesses 
might strategically bid on winners, but that does not mean that money 

table 10.2
2016 Election Donations ($MM)

Hillary Clinton Donald Trump

Raised by candidate $973 $564
Raised by super PACs $217 $82
Total $1,190 $646



Money and Politics   .   183

highlights the flows that we observe, the flows that we observe partially, 
and the flows that we do not observe.

An important distinction must be made between “hard” money and 
“soft” money. Hard money consists of direct donations to campaigns, po
litical parties, and traditional PACs, and is typically restricted. Soft 
money consists of donations to the nonfederal accounts of a political 
party. Soft money is typically spent on television and radio ads. These 
ads focus on issues and do not expressly endorse candidates, but they are 
clearly aimed at affecting votes in federal elections.

There is a corollary in the world of lobbying. Firms can hire internal 
or external lobbyists. Internal lobbyists are employees of the firm and 
lobby on its behalf. We can observe which agency or which politician 
they meet, and the issue that they discuss. The same is more or less true 
with external lobbyists, who must report the name of the firm that hired 
them.

But much lobbying happens via trade associations. Trade associations 
create an opaque filter between the firms and their targets. When lobby-
ists from a trade association meet with a government official, we observe 

figure 10.3 ​ What we see, and what we don’t
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Super PACs are a new form of PAC created after a court decision, 
SpeechNow​.org v. FEC, in 2010 that has reshaped the campaign finance 
landscape. In February 2008, SpeechNow​.org—an organization that pools 
individual contributions—filed suit against the Federal Election Com-
mission in the US District Court of the District of Columbia, challenging 
the federal contribution limits and disclosure requirements for political 
committees that make independent expenditures in elections. The dis-
trict court denied the request, and SpeechNow​.org appealed the decision 
to the US Court of Appeals for the DC Circuit.* The Court of Appeals 

	 *	 Applying intermediate scrutiny, the district court held that limits on contribu-
tions to committees making solely independent expenditures serve important 

table 10.3
Top Sixteen PACs of the 2016 Election Cycle

PAC name Total Democrats Republicans

National Association of Realtors $3,973,350 42% 58%
National Beer Wholesalers Association $3,322,700 43% 57%
AT&T Inc. $2,953,750 38% 62%
Honeywell International $2,861,364 40% 60%
National Auto Dealers Association $2,659,250 28% 72%
Lockheed Martin $2,612,750 38% 62%
Blue Cross / Blue Shield $2,573,398 36% 64%
International Brotherhood of Electrical 

Workers
$2,570,650 96% 4%

American Bankers Association $2,444,007 21% 79%
Credit Union National Association $2,380,350 47% 53%
Operating Engineers Union $2,250,300 74% 26%
Comcast Corp. $2,242,300 36% 64%
National Association of Home Builders $2,185,625 17% 83%
Boeing Co. $2,163,135 43% 57%
Northrop Grumman $2,135,500 39% 61%
Nat. Assn. of Insurance & Financial 

Advisors
$2,091,950 33% 67%

Total $41,420,379 42% 58%

Data source: Center for Responsive Politics calculations using data released by the FEC on 
November 27, 2017
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decided to stay the case to await a decision by the Supreme Court in a 
related and highly controversial case.

Citizens United v. FEC

While SpeechNow​.org was appealing its denial, the US Supreme Court 
was considering the case of Citizens United v. FEC. The conservative 
nonprofit organization Citizens United wanted to air a film critical of 
Hillary Clinton shortly before the 2008 Democratic primary, but fed-
eral law—based on the McCain–Feingold Act of 2002—prohibited any 
corporation (or labor union) from doing so within thirty days of a pri-
mary or sixty days of an election. In addition, corporations could not 
spend money to advocate for the election or defeat of a candidate. The 
court found that these provisions of the law conflicted with the US 
Constitution. On January 21, 2010, the Supreme Court held that the 
free speech clause of the First Amendment prohibits the government 
from restricting independent expenditures for communications by non-

government interests by preventing actual and apparent corruption. Looking 
to the past behavior of so-called “527 groups” that did not register with the 
commission, yet had close ties with the major political parties and made mil-
lions of dollars of expenditures influencing the federal elections of 2004, the 
court found that such “nominally independent” organizations are “uniquely 
positioned to serve as conduits for corruption both in terms of the sale of ac-
cess and the circumvention of the soft money ban.”

table 10.4
Top Leadership PACs in 2016

PAC name Affiliate Total Democrats Republicans

Majority Committee 
PAC

Kevin McCarthy 
(R-Calif)

$2,086,513 $0 $2,086,513

Prosperity Action Paul Ryan (R-Wis) $1,326,238 $0 $1,326,238
AmeriPAC Steny H. Hoyer (D-Md) $1,019,499 $1,019,499 $0
Eye of the Tiger PAC Steve Scalise (R-La) $942,485 $0 $942,485
More Conservatives 
PAC

Patrick McHenry 
(R-NC)

$697,000 $0 $697,000
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parties, but they make independent expenditures in federal races to ad-
vocate the election or defeat of a specific candidate—running ads, sending 
mail, and so on. These committees file regular financial reports with the 
FEC that include their donors along with their expenditures.

table 10.5
Super PACs with Over $3 Million in Independent Expenditures in 2018

Super PACS
Supports /  
opposes

Independent 
expenditures Viewpoint Total raised

Congressional 
Leadership Fund

$70,579,180 Conservative $100,999,974

Senate Majority PAC $46,632,153 Liberal $95,693,285
Senate Leadership Fund $40,977,919 Conservative $61,962,292
House Majority PAC $16,366,917 Liberal $51,456,232
Women Vote! $13,572,937 Liberal $19,134,659
New Republican PAC supports 

Scott
$12,129,362 Conservative $10,864,801

DefendArizona supports 
McSally

$11,057,869 Conservative $1,375,200

Club for Growth 
Action

$9,831,861 Conservative $13,266,020

National Association of 
Realtors

$8,071,191 $11,050,215

With Honor Fund $7,026,669 $17,683,994
America First Action $6,879,805 Conservative $18,129,004
Patients for Affordable 
Drugs Action

$6,402,502 $3,117,279

Restoration PAC $6,334,807 Conservative $7,252,065
Americas PAC $5,807,485 Conservative $5,657,500
Highway 31 supports 

Jones
$4,232,558 Liberal $4,367,528

Wisconsin Next PAC supports 
Vukmir

$4,110,362 Conservative $2,940,050

Change Now PAC $3,897,079 Liberal $1,782,491
Integrity New Jersey opposes 

Menendez
$3,462,048 Conservative $2,125,000

Total $277,372,704 $428,857,589
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cycle is associated with a .33 percent lower stock return during the event 
window—that is, the week of Jeffords’s switch.

Political connections are therefore clearly valuable to firms. But poli-
tics is notoriously risky. In this context, we would expect firms to hedge 
their bets. And they do. Figure 10.4 shows that industries give to both 
parties, though most of them give a somewhat higher fraction to 
Republicans.

A Less Prominent Role in Europe

Money seeks to influence politics in every country. In France, despite 
fairly strong campaign finance laws, Yasmine Bekkouche and Julia Cagé 
(2018) find that campaign donations do influence election results. They 
collected data on 40,000 candidates from four municipal and five par-
liamentary elections. The level and evolution of spending is quite different 
from what we have discussed in the US. Following changes in campaign 
finance laws in the 1990s—lower spending limits and prohibition of cor-

figure  10.4 ​ Contributions by industry sector to the Republican Party. FIRE =  
finance, insurance, and real estate; TCU = transportation, communications, and 
utilities
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Campaign contributions in the US are fifty times larger than those in 
most European countries.

The evidence is once again consistent with the model developed in 
Chapter 8. Europe has so far avoided the outsized role of money in poli-
tics that we observe in the US. Money in politics spills over to regula-
tory agencies. Federal Trade Commission and Department of Justice 
officials are likely to be influenced by elected politicians, or at the very 
least, elected politicians will attempt to influence the process. For in-
stance, upon initiating its investigation of Google, the FTC received a 
number of letters from members of the US Congress, including at least 
one encouraging that agency to desist, noting the ability of Congress 
to limit the FTC’s power. Members of the European Parliament would 
be unlikely to write such letters, and even if they did, their efforts 
would not be very influential. The European Commission’s Directorate-
General for Competition (DG Comp) is entirely independent from ac-
tions taken by the European Parliament.

figure  10.5 ​ Total campaign expenditures divided by GDP. Data sources: US, 
Center for Responsive Politics; EU, EU Parliament (2015). For Germany, see 
Bundestags-Drucksache (2013).
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Germán Gutiérrez and I have tested the effects of political expendi-
tures on enforcement at the state level. We gather a list of antitrust en-
forcement cases initiated by state attorneys general from the Antitrust 
Multistate Litigation Database. We obtain campaign contributions for 
state elections from the Campaign Finance Institute. Case data is avail-
able since 1990, but contributions are available only after 2000. Figure 10.6 
shows that state-level enforcement has decreased since the 1990s, just like 
federal enforcement. The decrease is particularly pronounced for non-
merger cases involving monopolization or collusion.

Figure 10.7 plots nonmerger antitrust enforcement cases at the state 
level against total campaign contributions, which have nearly doubled since 
2003. We use the four-year moving average because contributions exhibit 
substantial seasonality—increasing in years with gubernatorial elections.

We then ask if these two trends are related. To do so, we check to see 
if state campaign contributions predict the number of enforcement cases 

figure 10.6 ​ The type and number of enforcement cases with state attorneys gen-
eral as plaintiffs. Data source: National Association of Attorneys General (NAAG) 
State Antitrust Litigation Database
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for each state election cycle. The nice feature of state-level panel data is 
that we can net out the effects of election cycles and persistent state het-
erogeneity (we include state and election-cycle fixed effects). We can also 
control for a state’s economic conditions (growth and unemployment).

We find that high contributions in a state’s election cycle predict sig-
nificantly fewer nonmerger enforcement cases in the following years. 
Broadly speaking, then, we find that companies strategically use cam-
paign finance contributions across states to shield themselves from 
future enforcement cases.

Dark Money, Charitable Foundations,  
TV Commercials, and Revolving Doors

There are significant gaps in our ability to track political expendi-
tures. We do not know the source of the money for a growing fraction 

figure 10.7 ​ State political contributions and nonmerger antitrust cases. Four-year 
moving average contributions control for the seasonality of election cycles. Data 
sources: Case data, NAAG State Antitrust Litigation Database; state campaign con-
tributions, Campaign Finance Institute
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technologies would make finance cheaper and more efficient. Surpris-
ingly, this did not happen.

Finance Still Costs 200 Basis Points

As we have just explained, the sum of all profits and wages paid to financial 
intermediaries represents the cost of financial intermediation. In Philippon 
(2015), I measure this cost from 1870 to 2010, as a share of GDP. As you can 
see in Figure 11.2, the total cost of intermediation varies a lot over time. 

$100 $100

Quantity intermediated = $100 
Net interest income = $2 
Unit cost = 2%

Banks
$2

Households
$5

Borrowers

$105 $107

A.

figure 11.1 ​ (a, b) ​ Two equivalent financial systems
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The cost of intermediation grows from 2 percent to 6 percent of GDP from 
1880 to 1930. It shrinks to less than 4  percent in 1950, grows slowly to 
5 percent in 1980, and then increases rapidly to almost 8 percent in 2010.

Why are we spending more on financial intermediation today than 
100 years ago? To answer that question, let us construct the amount of 
intermediation. For the corporate sector, we need to look at stocks and 
bonds, and for stocks, we want to distinguish between seasoned offerings 
and IPOs. We also need to look at the liquidity benefits of deposits and 
money market funds. The principle is to measure the instruments on the 
balance sheets of nonfinancial users, households, and nonfinancial firms. 
This is the correct way to do the accounting, rather than looking at the 
balance sheet of financial intermediaries. After aggregating the various 
types of credit, equity issuances, and liquid assets into one measure, I ob-
tain the quantity of financial assets intermediated by the financial sector 
for the nonfinancial sector, displayed as the shaded line in Figure 11.2.

The solid line with circles in Figure 11.2 is the share of GDP that we 
spend on financial intermediation in the US. It is literally the equivalent 

figure 11.2 ​ Income of the finance industry and intermediated assets. Both series 
are expressed as a share of GDP. Finance income is the domestic income of the fi-
nance and insurance industries, that is, aggregate income minus net exports. Inter-
mediated assets include debt and equity issued by nonfinancial firms, household 
debt, and various assets providing liquidity services. The data range for intermedi-
ated assets is 1886–2012.
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of the $2 paid to intermediaries in Figure 11.1. The shaded-line series is 
built by adding the series of debt, equity, and liquidity services with 
the proper theory-based weights. It is the equivalent of the $100  in 
Figure 11.1.

Notice that the underlying data sources for both series are entirely 
different. The fact that the two series track each other very closely is not 
a coincidence! We are now ready to compute the price of finance by di-
viding how much we pay (solid line) by how much we get (shaded line).

Figure 11.3 shows that this unit cost is around 200 basis points, just 
like in our example in Figure 11.1, and relatively stable over time. In other 
words, I estimate that it costs two cents per year to create and maintain 
one dollar of intermediated financial assets. Equivalently, the annual rate 
of return of savers is on average two percentage points below the funding 
cost of borrowers. The updated series are similar to the ones in the orig-
inal paper. The raw measure of Figure 11.3 does not take into account 
changes in the characteristics of borrowers. In the Appendix I discuss the 
issue of quality adjustment in financial services, and elsewhere I show 
that the same patterns hold when finance is measured as a share of ser
vices, and when net financial exports are excluded (Philippon, 2015).

figure  11.3 ​ Raw unit costs of financial intermediation. The raw measure is the 
ratio of finance income to intermediated assets, as shown in Figure 11.2. The 2012 
data are from Philippon (2015), while the new data were accessed May 2016. The 
data range is 1886–2015. Source: Philippon (2015) with updated data
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Financial intermediation costs around 200 basis points today—about 
the same as a century ago. The more you think about it, the more puz-
zling it becomes. Despite all its fast computers and credit derivatives, the 
current financial system does not seem more efficient at transferring 
funds from savers to borrowers than the financial system of 1910.

Prices in finance have not come down, but wages have certainly gone 
up. Philippon and Reshef (2012) compute the wages of employees in fi-
nance relative to employees in the rest of the private sector. We also con-
struct a measure of financial deregulation. The industry was mostly de-
regulated until 1930. Regulations were put in place in the wake of the 
Great Depression. These were progressively lifted in the 1980s and 1990s. 
Over the same period, the historical data reveal a U-shaped pattern for 
education, wages, and the complexity of tasks performed in the finance 
industry relative to the nonfarm private sector (Figure 11.4).

From 1909 to 1933 finance was a high-education, high-wage industry. 
The share of skilled workers was 17 percentage points higher than in the 
private sector. These workers were paid over 50 percent more than those 
in the rest of the private sector, on average. A dramatic shift occurred 
after the mid-1930s. By 1980, the relative wage in the financial sector was 
approximately equal to the wage in the nonfarm private sector. From 1980 
onward, the financial sector became a high-skill and high-wage industry 

figure 11.4 ​ Wages and regulation in finance. Data source: Philippon and Reshef 
(2012)
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live births in the US versus 3.7 in France and 3.9 in the UK. Costa Rica’s 
rate was significantly higher, around 8.

Health-Care Costs in the United States

In addition to dispiriting outcomes, health-care costs are much higher 
in the US than in similar countries. The average cost of employer health 
coverage is close to $20,000 for a family plan in 2018. You need to be a 

figure 12.1 ​ Life expectancy. Data source: OECD
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figure 12.2 ​ Infant mortality rates. Deaths per 1,000 live births. Data source: OECD
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bit careful with this number, because the US is a rich country and, as we 
have discussed in Chapter 7, the Balassa-Samuelson theory tells us to 
expect that nontraded goods and services will be systemically more ex-
pensive in rich countries. Health care, then, should also be more expen-
sive in rich countries.

Figure 12.3 shows the Balassa-Samuelson effect for health care. You 
can see that per-capita health-care costs increase systematically with in-
come per capita. However, Figure 12.3 also shows that US health-care 
costs are completely off the chart (or off the regression line, to be precise). 
Health-care costs per capita are much higher in the US than in Norway 
or Switzerland, both of which have similar levels of GDP per capita. 
(GDP per capita in Luxembourg and Ireland is biased by the activities 
of large multinationals.)

Figure 12.4 shows the shares of GDP spent on health care for the US 
and for the average of comparable OECD countries. Two facts stand 
out. First, health-care costs are rising everywhere. Second, the increase 
is much larger in the US. The US has always spent more than other rich 
countries on health care, but the gap has increased dramatically since 
the 1980s.

figure 12.3 ​ Health-care cost versus GDP per capita in select countries. US = United 
States; CH = Switzerland; NO = Norway; IE = Ireland; LU = Luxembourg. Data 
source: Kaiser Family Foundation analysis of OECD data
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In 2018, the US spent about 18  percent of GDP, or $3.3 trillion, on 
health care. Where do these costs come from? Hospital care is the largest 
single component of health-care spending in the US. It accounts for more 
than $1 trillion per year. The second largest category is physician and 
clinical services, many of which are now provided by hospital systems as 
well. The third largest category is prescription drugs, at about $330 billion.

The allocation of public versus private spending on health care is also 
informative. Public spending in the US is almost exactly the same as in 
other countries. Private spending, on the other hand, is three times higher 
than the OECD average. The US has several health systems within the 
public and the private spheres. The public sector consists of Medicare, 
Medicaid, the Indian Health Service, and the Veterans Administration, 
all of which are separate systems. Moreover, the different states are also 
quite different when it comes to how they organize their health systems. 
Similarly, the private health-care system is not just one system but many 
subsystems. This complexity certainly explains part of the excess costs.

The US might soon spend 20 percent of its GDP on health care, al-
most double what other countries are spending. How do we understand 
this fact?

figure 12.4 ​ Health-care spending, share of GDP. US versus OECD, averages. Data 
source: Kaiser Family Foundation analysis of OECD data
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marked increases in drug overdoses, suicides, and alcohol-related liver 
mortality in this period.”

A better metric to compare health-care systems around the world 
would then be to use mortality amenable to health care. A recent large-
scale study uses data on diseases, injuries, and risk factors to build the 
Healthcare Access and Quality Index (HAQ) for 195 countries (GBD 2016 
Healthcare Access and Quality Collaborators, 2018). They track thirty-
two diseases and injuries that are not supposed to kill you if you have 
access to effective care and see how many people actually survive. If 
everyone survives these theoretically preventable deaths, that’s a perfect 
score. Table 12.1 shows the first nine scores.

The top scores are found in European countries, plus Canada, Aus-
tralia, and New Zealand. The US ranking does not reflect its wealth or 
level of spending on health care. Two other features distinguish the US 
in this study. It has the lowest absolute improvement in the index between 
2000 and 2016 among rich and middle-income countries, and there is rela-
tively high inequality in HAQ indexes within its borders. Mississippi has 
the lowest score (81.5), while a subset of northeastern states, Minnesota, 
and Washington state have European-style scores.

This study is not perfect. It still suffers from attribution problems. Any 
outcome measure has its own difficulties, but if we look at a broad range 

table 12.1
Top-Scoring Countries for Health-Care Access and Quality

HAQ index Countries

97 Iceland, Norway
96 Netherlands, Luxembourg, Australia, Finland, Switzerland
95 Sweden, Italy, Andorra, Ireland
94 Japan, Austria, Canada
93 Belgium
92 New Zealand, Denmark, Germany, Spain, France
91 Slovenia, Singapore
90 UK, Greece, South Korea, Cyprus, Malta
89 Czech Republic, US
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These companies are stars, undoubtedly. But there have always been 
stars in the economy. Are these stars different?

Carmen Reinhart and Kenneth Rogoff (2009) have famously shown 
that thinking “this time is different” is the shortest way to a financial 
crisis. In macroeconomics, there is no such thing as “this time is different.” 
But, perhaps, matters could be different where the internet is concerned. 
There are some technological reasons to believe this time might be dif
ferent. Internet firms can grow very quickly. It took Snapchat only eigh
teen months to reach the $1 billion valuation that it took Google eight 
full years to achieve, a feat that, on average, takes twenty years for a For-
tune 500 company. Digital data can be used in ways that data stored on 
paper cannot. Learning models trained on very large, fine-grained data 
sets go further than traditional learning models. There is the potential 
for more knowledge creation, although here we need to recognize the 
fundamental difference between data and knowledge. A billion tweets 
are a lot of data but not necessarily a lot of knowledge.

I have a slightly more mundane take on the topic. I have noticed that 
people who are the most convinced that the GAFAMs are different are 
usually the people who know the least about these companies. Most of 
them repeat what they hear without taking the time to look at the data. 
Conversely, the more people know about these companies, the more they 
tend to describe them using relatively standard business concepts.

table 13.1
Top Ten Global Firms, Spring 2018

Company Country Market value ($ billion)

Apple US 926.9
Amazon US 777.8
Alphabet US 766.4
Microsoft US 750.6
Facebook US 541.5
Alibaba China 499.4
Berkshire Hathaway US 491.9
Tencent Holdings China 491.3
JPMorgan Chase US 387.7
ExxonMobil US 344.1



table 13.2
Seven Decades of Stars

Profitability (%) MV / Emp
ratio

Share of the Economy (%)

Decade Rank Company Op. Inc. / Sales Taxes / Op. Inc. MV share Emp share COGS / GDP

1950s 1 AT&T 24.9 45.6 7.3 7.01 0.957 0.62
2 General Motors 16.9 57.2 7.5 6.71 0.891 1.22
3 ExxonMobil 16.8 38.2 24.7 5.70 0.231 0.57
4 Dupont 28.7 59.7 39.0 5.55 0.142 0.16
5 General Electric 12.7 57.9 8.0 2.98 0.373 0.47

Average 20.0 51.7 10.8 Tot. 27.95 2.595 3.04

1960s 1 AT&T 30.9 44.6 7.4 6.40 0.869 0.56
2 IBM 25.3 53.1 19.1 4.08 0.213 0.12
3 General Motors 16.3 51.9 4.5 4.25 0.952 1.25
4 ExxonMobil 13.5 43.0 14.5 2.98 0.206 0.69
5 Texaco 12.9 23.3 20.9 1.88 0.090 0.25

Average 19.8 43.2 8.4 Tot. 19.59 2.330 2.86

1970s 1 IBM 24.6 50.3 14.1 4.66 0.330 0.18
2 AT&T 25.5 35.0 4.4 3.91 0.894 0.69
3 ExxonMobil 17.5 66.6 15.6 2.46 0.158 1.03
4 General Motors 9.2 46.4 2.5 2.20 0.873 1.31
5 Eastman Kodak 24.1 47.5 12.6 1.72 0.137 0.10

Average 20.2 49.2 6.3 Tot. 14.95 2.391 3.30



1980s 1 IBM 19.6 42.6 9.4 3.31 0.354 0.31
2 ExxonMobil 9.8 44.5 15.8 2.08 0.132 1.14
3 AT&T 12.8 18.7 4.4 2.10 0.472 0.85
4 General Electric 11.5 33.5 4.6 1.48 0.320 0.42
5 General Motors 4.3 11.3 1.5 1.05 0.710 1.21

Average 11.6 30.1 5.0 Tot. 10.03 1.987 3.94

1990s 1 General Electric 22.5 17.4 10.1 2.12 0.209 0.49
2 Microsoft 39.0 35.5 93.6 1.28 0.014 0.01
3 ExxonMobil 7.7 38.1 23.9 1.71 0.072 0.67
4 Walmart 5.0 39.4 2.5 1.27 0.517 0.80
5 Coca-Cola 23.1 31.7 55.2 1.34 0.024 0.05

Average 19.5 32.4 9.2 Tot. 7.73 0.836 2.02

2000s 1 ExxonMobil 13.0 48.2 41.1 2.51 0.061 0.88
2 General Electric 23.8 10.3 10.5 2.35 0.223 0.44
3 Microsoft 40.7 31.6 44.8 2.05 0.046 0.03
4 Walmart 5.1 36.0 1.3 1.63 1.223 1.52
5 Pfizer 32.0 16.3 20.5 1.47 0.072 0.02

Average 22.9 28.5 6.2 Tot. 10.01 1.625 2.89

(continued)



table 13.2 (continued)

Profitability (%) MV / Emp
ratio

Share of the Economy (%)

Decade Rank Company Op. Inc. / Sales Taxes / Op. Inc. MV share Emp share COGS / GDP

2010s 1 Apple 29.6 25.8 41.8 2.54 0.061 0.24
2 ExxonMobil 8.3 34.4 36.7 1.91 0.052 0.87
3 Microsoft 32.8 18.4 23.0 1.68 0.073 0.07
4 Alphabet 27.7 23.2 43.3 1.56 0.036 0.09
5 Berkshire 

Hathaway
15.2 13.2 6.6 1.43 0.216 0.58

Average 22.7 23.0 20.8 Tot. 9.11 0.438 1.84

Notes: Based on US-headquartered companies in Compustat. All quantities in percentage points. Cost of goods sold (COGS) adjusted for firm export shares. MV 
share is market value of equity divided by total US stock market value. Emp share is employment divided by total US civilian employment. MV / Emp ratio is ratio of 
market value share over employment share. AT&T COGS missing in 1950s, value input from 1960. Current names of firms are used for historical data (ExxonMobil, 
AT&T).



table 13.3
Current Stars at the End of 2017 

Profitability (%) MV / Emp 
ratio

Share of the Economy (%)

Rank Company Op. Inc. / Sales Taxes* / Op. Inc. MV share Emp share COGS / GDP

1 Apple 24.9 26.4 36.5 2.92 0.080 0.37
2 Alphabet 16.9 19.7 47.3 2.46 0.052 0.15
3 Microsoft 16.8 13.9 27.6 2.22 0.081 0.09
4 Amazon 28.7 35.0 5.2 1.90 0.367 0.42
5 Facebook 12.7 18.4 105.8 1.73 0.016 0.01
6 Berkshire Hathaway 30.9 25.4 6.7 1.65 0.245 0.70
7 Johnson & Johnson 25.3 15.4 14.5 1.26 0.087 0.05
8 JPMorgan Chase 16.3 19.1 7.5 1.23 0.164 0.08
9 ExxonMobil 13.5 −43.4 26.4 1.19 0.045 0.75
10 Bank of America 12.9 17.9 7.5 1.02 0.136 0.06
11 Wells Fargo 24.6 24.0 5.9 1.00 0.171 0.05
Average 1–5 20.0 22.7 18.8 Tot. 11.23 0.596 1.03

GFAM (4) 17.8 19.6 40.8 9.32 0.229 0.61
6–10 19.8 6.9 9.4 6.35 0.677 1.64
Top 10 19.9 14.8 13.8 17.58 1.273 2.68

Notes: Based on US-headquartered companies in Compustat. All quantities in percentage points. COGS adjusted for firm export shares. MV share is market value 
of equity divided by total US stock market value. Emp share is employment divided by total US civilian employment. MV / Emp ratio is ratio of market value share 
over employment share. GFAM removes Amazon and does the calculations for the remaining four firms. *Tax rate as of 2016 because of tax changes in 2017.
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dramatically. But is this a general phenomenon, or is this specific to the 
GAFAMs?

Figure 13.1 shows the profit margins of the top twenty firms in the 
United States (ranked by market value), the margins of the GAFAMs, and 
the margins of the top twenty excluding the GAFAMs. Operating mar-
gins have increased and settled at a higher level in recent years. The 
margins of the GAFAMs are significantly higher than those of the other 
top twenty firms. But the GAFAMs are not large enough to change the 
average much. The margins of the top twenty are rather similar with 
or without the GAFAMs. In all cases, we see the sharp increase in 
profit margins around 2000 that we have discussed earlier in the book. 
This increase happens with or without the GAFAMs.

The GAFAMs have extremely high profit margins, but so did many 
stars of the past. Their average profit margin in 2017 is 20  percent 
(Table 13.3), but the next five firms have an average margin of 19.8 percent. 
The profit margin of Apple was 25 percent in 2017, but IBM had the same 
margin in the 1960s and 1970s, and AT&T had a higher average margin 

figure 13.1 ​ Pretax operating profit margins

0
10

20
30

40

W
ei

gh
te

d 
m

ea
n 

op
. i

nc
./s

al
e

1940 1960 1980 2000 2020
Year

Top 20 Top 20 ex. GAFAM GAFAM



.   253   .

Box 13.1. Inputs, Outputs, and Economic Footprints

A simple example illustrates why footprints matter (see Figure 13.2). 
Imagine two economies. Each has three firms. All firms produce output, 
and the GDP is the sum of their outputs. (We are using a simplified ex-
ample in which relative prices do not enter.) In the first economy, firm 1 
produces x1 units and firm 2 produces x2 units. Firm 3 produces q units, 
and total output is x1 + x2 + q. Let us use some simple numbers: x1 = 2, 
x2 = 1, and q = 1. GDP is equal to 4. Now suppose the productivity of firm 
3 increases by 10 percent, from 1 to 1.1. What happens? GDP rises from 4 
to 4.1, a 2.5 percent improvement. That’s because firm 3 accounts for one-
quarter of GDP, and its productivity increases by 10 percent. The impact 
on the economy is one-quarter of 10 percent. It’s good but not great.

figure 13.2 ​ Why footprints matter
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Now look at the second economy. In that economy, firm 2 produces 
intermediate inputs for firm 3. Firm 3 purchases x2 inputs from firm 2 and 
turns them into qx2 units of output. The value added of firm 3 is qx2 − x2 
because it consumes the intermediate inputs. Let us imagine that x1 = 3 and 
q = 2, so the starting value of GDP is still 4, the same as it was in the first 
economy. The GDP share of firm 3 is still one-quarter. So the second 
economy looks just like the first. But now imagine that firm 3 becomes 
10 percent more productive. You can see that output increases by 5 percent. 
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of market value per employee. This can be because they are capital in-
tensive, technologically advanced, and employ a highly skilled labor 
force.

When we focus on star firms, we select a group that is likely to have 
higher productivity than the rest of the economy. They may also hire 
more highly skilled employees than other firms, and they might use a 
high share of capital (machines, computers, software). We therefore ex-
pect the stars to have high MV / Emp ratios, and indeed this has always 
been the case. The average MV / Emp ratio for the top firms was between 
7.5 and 15 from the 1950s to the 1980s.

Out of the GAFAMs, Amazon looks the most like a regular company. 
Its market value share is 1.9  percent in 2017, its employment share is 
0.37 percent, so its MV / Emp ratio is 1.9 / 0.37 = 5.2, which is similar to 
General Motors in the 1950s and 1960s.

Starting in the 1990s, however, the MV / Emp ratio starts to increase 
dramatically. It is above 25 at Microsoft, Apple, and Google. If we look at 
the GFAM (minus Amazon), we see that these four companies account 
for 9.3 percent of the stock market but only 0.23 percent of employment. 

figure 13.3 ​ Labor footprint of the stars

1
2

3
4

5
To

p 
20

 fi
rm

 sh
ar

e o
f e

m
pl

oy
m

en
t (

%
)

1940 1960 1980 2000 2020
Year

All sectors Ex. retail



Looking at the Stars   .   257

overnight, you would not notice much difference. The ads you see when 
you browse the app might be better targeted, but no other firm would 
become significantly more productive as a result.

Germán Gutiérrez and I (2019a) have studied the fifty-year history of 
the contribution of stars to overall economic growth in the US. Figure 13.4 
shows that the superstars of today contribute less to productivity growth 
than their counterparts in previous decades: the contribution of super-
star firms to US productivity growth has decreased by over 40 percent 
over the past twenty years.

We define superstar firms as the top twenty firms by market value in 
any given year (“economy-wide stars”) or the top four firms by market 
value within each industry (“industry stars”). Stars—or any firm for that 
matter—can make two contributions to growth: they can increase the 
productivity of their current workers (within contribution), or they can 
be more productive in the first place and hire more workers (realloca-
tion contribution). There are theorems along the lines of Box 13.1 that 
help us do the accounting correctly. We find that the within contribu-
tion has collapsed while the reallocation contribution has become quite 
significant since the mid-1990s. Nonetheless, when we add them up, we 
get Figure 13.4: stars used to bring about seventy basis points of labor pro-
ductivity growth each year (using the industry stars definition), but now 
it’s only forty basis points.

figure 13.4 ​ Contribution of stars to US growth
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in Washington, DC, and its lobbying expenditures have been steady since 
then.

Why did the other GAFAMs suddenly feel the need to hire lobbyists? 
As we saw in Chapter 9, companies typically increase their lobbying ef-
forts precisely because they feel threatened, or at least potentially threat-
ened. As the GAFAMs’ dominant positions became more obvious, and 
amid a string of scandals related to their treatment of users’ data, they 
began to attract more regulatory scrutiny.

Amazon’s lobbying increased after its acquisition of grocery chain 
Whole Foods. Facebook has been embroiled in a string of data privacy 
scandals, one of them involving the firm Cambridge Analytica. Waymo, 
Google’s self-driving car unit, faces potential liability issues and other 
concerns. Google, Twitter, and Facebook are also involved in the targeting 
of their users by Russian agents during the 2016 campaign.

Generally, companies exert influence in Washington for one of four 
main reasons. The first two reasons are related to benefits they expect 
to receive thanks to their lobbying efforts. They want either to protect a 

figure 14.1 ​ Lobbying expenditures. Source: Center for Responsive Politics
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In recent years, the main issue has been corporate tax evasion, which 
is legal for the most part but costly and inefficient nonetheless. According 
to research by Berkeley economist Gabriel Zucman, the US loses around 
$70 billion in tax revenue each year because corporations shift their 
profits to tax havens.* That is almost one-fifth of all corporate tax rev-
enue. As Zucman explains, almost two-thirds of “all the profits made out-
side of the United States by American multinationals are now reported 
in six low- or zero-tax countries: the Netherlands, Bermuda, Luxem-
bourg, Ireland, Singapore and Switzerland.”

The GAFAMs do not seem to pay lower tax rates than other top 
companies. Large pharmaceutical, finance, and manufacturing com-
panies engage in about as much profit shifting and tax evasion as the 
GAFAMs.

	 *	 See Gabriel Zucman’s November 10, 2017, opinion piece in the New York Times, 
“How corporations and the wealthy avoid taxes.”

figure  14.2 ​ Corporate income tax rates. Total reported taxes over operating 
income.
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is also in retail, but its codes are 454 (nonstore retailers) and 4541 (elec-
tronic shopping and mail-order houses.)

Industry classification is difficult and imperfect. IBM started in com-
puter manufacturing (334) but then moved toward professional services 
(541). In some databases, however, IBM’s codes have been the same since 
1950. How does NAICS deal with the fact that many large companies op-
erate in different industries? Essentially, it splits them up. NAICS classi-

table A.1.
NAICS Classification of Important Sectors of the US Economy

Selected Sector Code Definition Example

Utilities 22 Generate, transmit & 
distribute gas, electricity, 
steam, water; sewage

22111 Electric power 
generation

Construction 23 Erect buildings & 
structures, repair & 
maintain

23731 Highway, street, and 
bridge construction

Manufacturing 31–33 Transform materials, 
substances, or 
components into new 
products

32541 Pharmaceutical and 
medicine manufacturing

Wholesale trade 42 Trade raw & intermediate 
materials, and goods for 
resale

42471 Petroleum bulk 
stations and terminals

Retail trade 44–45 Retail merchandise to the 
general public

44111 New car dealers

Transportation & 
warehousing

48–49 Transport passengers and 
cargo, store goods

481111 Scheduled passenger 
air transportation

Information 51 Distribute information and 
cultural products

51521 Cable

51721 Wireless carriers
Finance & insurance 51 Create and trade financial 

assets and insurance 
products

52311 Investment banking 
and securities dealing

Professional services 54 Provide scientific & 
technical services to 
organizations

54181 Advertising agencies

Health care & social 
assistance

62 Provide health care and 
social assistance to 
individuals

62121 Offices of dentists
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food, cars, electronics, etc. If PUS is the cost of that basket in dollars in 
the US and PEU is the cost of that same basket in euros in Europe, then 
the theory of PPP says that the euro / dollar exchange rate should gravi-
tate toward the PPP rate:

EPPP = PUS / PEU.

Is there support for the PPP theory of exchange rates? It’s the classic 
frustrating story of the half-empty glass. In the short term, exchange rates 
move for many apparently random reasons, largely unrelated to relative 
prices. And local prices are slow to adjust to changes in nominal exchange 
rates. PPP can only be a theory of exchange rates in the long run. Even 
then, the support is rather weak in the sense that the prices of similar 
baskets can remain substantially different for a long time.

figure A.1 ​ Nominal and real exchange rates. The real exchange rate (RER) is the 
ratio of the nominal rate to the PPP rate. When the RER rate is less than one, the 
euro is cheap. According to this view, the euro was somewhat expensive in 2007–
2008, but has been cheap since 2015. Volatility is the sample standard deviation of 
the series.
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etc.) are broadly similar. These differences mean that developing coun-
tries are richer on a PPP basis than on a market-rate basis. Incidentally, 
it means that the world appears somewhat less unequal when we view it 
from a PPP perspective.

Let us start by comparing prices and wages across various countries.
The first panel of Figure A.2 shows that, as expected, nominal prices 

and wages are proportional across countries: the slope of the lines in the 
left panel is one. In the second panel, we have the Balassa-Samuelson 
effect: real exchange rates are higher in countries where real wages are 
higher. On one hand, clearly, wages explain many of the differences in 
prices, as expected from basic pricing theory.

On the other hand, the data also show a great deal of variation in real 
exchange rates among countries with similar per-capita income. This is 
consistent with the Ferrari example given in Chapter 7, in which differ-
ences in markups explain differences in prices. It is worth noting that 
many issues arise when we use price indexes to compare costs of living 
across countries, as discussed in Deaton and Heston (2010). But these 

figure A.2 ​ Prices and wages in 2015. (Left): log (PPP) versus log (nominal wage). 
(Right): Variables are scaled by the FX exchange rate, so this graph plots log (RER) 
versus log (real wage).
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Measurement problems arise when the mix of high- and low-quality bor-
rowers changes over time.

I therefore perform a quality adjustment to the intermediated assets 
series, following Philippon (2015). Figure A.3 shows the quality-adjusted 
unit cost series. It is lower than the unadjusted series by construction, 
since quality-adjusted assets are (weakly) larger than raw intermediated 
assets. The gap between the two series grows when there is entry of new 
firms and when there is credit expansion at the extensive margin (that 
is, new borrowers). Even with the adjusted series, however, we see no sig-
nificant decrease in the unit cost of intermediation over time, at least 
until very recently.

So, quality adjustments do not explain why finance is still expensive. 
Guillaume Bazot (2013) finds similar unit costs in other major countries 
(Germany, UK, France, Japan).

figure A.3 ​ Unit cost and quality adjustment. The quality-adjusted measure takes 
into account changes in firms’ and households’ characteristics. Data range is 1886–
2015. Source: Philippon (2015)
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